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ABSTRACT: We report measurements of electron trans-
fer rates for four isoenergetic donor−acceptor pairs
comprising a molecular electron acceptor, methylviologen
(MV), and morphology-controlled colloidal semiconduc-
tor nanoparticles of CdSe. The four nanoparticles include
a spherical quantum dot (QD) and three differing lateral
areas of 4-monolayer-thick nanoplatelets (NPLs), each
with a 2.42 eV energy gap. As such, the measurements,
performed via ultrafast photoluminescence, relate the
dependence of charge transfer rate on the spatial extent
of the initial electron−hole pair wave function explicitly,
which we show for the first time to be related to surface
area in this regime that is intermediate between
homogeneous and heterogeneous charge transfer as well
as 2D to 0D electron transfer. The observed nonlinear
dependence of rate with surface area is attributed to
exciton delocalization within each structure, which we
show via temperature-dependent absorption measure-
ments remains constant.

Controlled manipulations of charges into and out of
nanosized particles are essential to the successful develop-

ment of applications such as solution-processed solar cells, light-
emitting diodes, lasers, and chem/bio sensors.1,2 Several studies
have investigated electron donor or acceptor species paired with
spherical colloidal quantum dots (QDs) to evaluate rates and
efficiencies of charge transfer (CT) in the context of Marcus
Theory.3−9 Frequent features of these studies include variation of
CT driving force (free energy change) via either selection of
different quencher molecules10−12 or semiconductor energy-gap
tuning via size-controlled quantum confinement.5,13 Still other
studies have characterized CT distance dependence via design of
variable length spacers to separate quenchers or by ad-growth of
shell spacer layers onto the redox-active QD core.14−19 The
number of quencher molecules in proximity to a nanoparticle
directly impacts the observed CT rate owing to additive kinetics.
As such, the bimolecular CT rate arising from the combination of
one donor and one acceptor represents the constant of interest
for comparison with modeling.10,20−22

The distance dependence of CT rates for weakly coupled
organic chromophores in homogeneous solution generally
follow exponential dependences.23,24 For such molecular
systems, redox center-to-center CT distance follows from
examination of initial and final electron density or evaluation of

the number of bonds between donor and acceptor for the well-
defined case of intramolecular CT. CT involving QDs has mainly
received consideration using this inner-sphere picture, but at the
same time, donor−acceptor distance presents challenges to
characterize and whether to implement the distance of a
quencher to the QD particle center, or the distance from the
particle surface remains unclear. Carrier delocalization over the
entire quantum-confined particle intimates consideration of the
former, whereas localized surface states or notions of enhanced
electronic coupling at the interface bolster use of the latter. For
nonspherical morphologies, this consideration becomes still
more complex as a continuum of distances become relevant.
Here, we investigate bimolecular rates of CT between a well-

known electron acceptor, methylviologen dichloride (MV),
which might be considered as a zero-dimensional point in space,
and an electron donor comprising either a spherical 2.4 nm
diameter CdSe QD or one of several 2D CdSe nanoplatelets
(NPLs) of controlled lateral dimension. In the presented series of
measurements, the notion of center-to-center distance becomes
especially challenging. Owing to fixed zinc-blende crystal
structure, energy gap, and surface ligands of all examined
nanoparticles, this study permits examination of such CT rate
spatial dependence in 2D for the first time. The unique sample
series permits us to examine the following questions. Will
increasing lateral dimension for a fixed driving force yield a
constant CT rate as Jablonski diagrams might relate, or how will
the rate depend on particle spatial extent? We note that the
presented experiments offer relevance to scenarios such as CT
involving the broad range of emerging 2D semiconductor
materials,25 deleterious processes such as that of an individual
defect in these systems that might produce carrier trapping over
some distance, as well as insight into heterogeneous CT
processes at interfaces more generally.
The development of colloidal NPLs affords precise synthetic

control over the number of monolayers and concomitant narrow
band-edge transition energy associated with the coherent motion
of the exciton center of mass across the NPL.26,27 Recently, it has
become possible to control the lateral extent of fixed thickness
NPL ensembles with nonzero, yet negligible changes in quantum
confinement (see Figure 1 and Supporting Information).28 At
present, such control permits variation of surface area by a factor
of ∼4 for a fixed thickness NPL ensemble (see Figure 1b). In

Received: June 26, 2016
Published: August 12, 2016

Communication

pubs.acs.org/JACS

© 2016 American Chemical Society 11109 DOI: 10.1021/jacs.6b06572
J. Am. Chem. Soc. 2016, 138, 11109−11112

http://pubs.acs.org/doi/suppl/10.1021/jacs.6b06572/suppl_file/ja6b06572_si_002.pdf
pubs.acs.org/JACS
http://dx.doi.org/10.1021/jacs.6b06572


these colloidal quantum wells, photophysical studies, via
comparison of time-resolved absorption, photoluminescence
(PL), and terahertz transmission as well as theory relate that
photogenerated electron−hole pairs remain bound as exci-
tons,29,30 which recombine radiatively and do not generate high-
mobility free carriers as observed in some nanostructures with
quantum confinement overwhelmingly in the surface normal
dimension.31−33

To determine CT time constants that exclusively involve
electron transfer from the exciton to MV, streak camera-based
time-resolved photoluminescence (trPL) experiments were
performed on dispersions of the four colloidal nanoparticles
(spherical QDs and three sizes of CdSeNPLs, all having the same
bandgap) as a function of [MV] and compared with stock
dispersions of the nanoparticles. Care was taken to identify the
regime of only a single MV per quenched nanoparticle as noted
below. In all measurements, the optical excitation fluence was
maintained well-below the multiexciton regime so as to only
examine the scenario of a single photoexcited electron−hole pair
per nanoparticle, and solutions were rapidly stirred to avoid
charging effects. PL quenching experiments were performed
using dilutions of MV salt added to chloroform dispersions of
NPLs or QDs. MV rapidly adsorbs on both cadmium- and sulfur-
terminated surfaces of related CdS nanoparticles, with large
associated adsorption energies in excess of−3.5 eV.8 Association
can occur through direct adsorption to exposed stoichiometric
surfaces and displacement of cadmium-bound carboxylates, and
we expect similar adsorption processes in the case of CdSe. The
implemented trPL technique has advantages over transient
absorption measurements to obtain quenching rates, namely, the
ability to readily distinguish several decades of PL decay with low
excitation fluence and observe quenching in only a small fraction
of the ensemble such that examination of the effect of just one
MV per particle can be readily obtained. Further, though
transient absorption offers higher time resolution than the trPL
measurements used here, the data in Figure 2 indicate that such

high resolution is unnecessary, particularly in the low [MV]
regime.
As MV is added to the nanoparticle-containing solution, the

samples exhibit increasingly rapid decay associated with electron
transfer in addition to reduced PL quantum yield (see
Supporting Information Figure S1). Previous transient absorp-
tion experiments unambiguously identify electron transfer as the
source of exciton quenching through the concomitant
appearance of induced absorption from a MV radical.11

Quenching times of CdSe and CdS nanocrystals vary widely in
the literature, from 200 fs to >10 ps, likely depending on the MV
concentration and the measurement conditions.11,22,34−37

Recent work on electron-transfer from NPLs to MV has claimed
that multiexponential behavior in quenching is related to facet-
dependent adsorption and transfer rates,38 but it is also true that
higher concentrations of MV adsorbates necessarily yield
multiexponential, faster quenching behavior in ensembles,
which we herein attempt to avoid. Since it is clear in Figure 2a
that electron transfer rates increase with [MV], any useful
comparison of the relative CT rates as a function of nanoparticle
size or faceting requires the isolation of the quenching rate
associated with a single MV adsorption.
We extract the CT time constant for each NC−MV pair in

these measurements by examining lowMV concentrations where
MV adsorption should occur for only a small fraction of total
particles in the sample (<5%). To determine the bimolecular MV
quenching rate, trPL data are normalized at ∼2 ns and the
contribution of particles with MV adsorption is isolated by
subtracting the nanoparticle-only control signal. As MV is added
in a 2:1 solution of chloroform/methanol, the trPL control
sample was also examined with the addition of an equivalent
volume of clean solvent, which was not observed to alter the
displayed dynamics. This analysis presents similarity to extracting

Figure 1. (a) Absorption spectra and (b) transmission electron
microscopy-derived histograms relating total particle surface area of
the four examined zinc blende CdSe nanoparticle samples. (c) Jablonski
diagram indicating constant driving force between the nanomaterials
and MV, yet CT rates shown below systematically differ.

Figure 2. (a) Raw PL dynamics of large CdSe NPLs in solution upon the
addition of increasing amounts of MV, here from 3.1 to 310 μM, with
correspondingly faster decay dynamics. (b) Differenced data obtained
by normalizing time-resolved PL traces such as in panel (a) at long times
and subtracting the nanoparticle-only signal without MV. Curves are
maintained in the same color in (a) and (b).
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biexcitonic Auger decay time constants39 and is only valid under
conditions in which MV-derived quenching does not contribute
significantly to the trPL decay at the normalization point or
dramatically alter the rates of other recombination processes.
Further the differencing and normalization implemented isolates
CT related to MV and removes the influence of any interparticle
stacking or trapping processes that might occur in the
nanoparticle-only samples.29,40

Figure 2b shows that at sufficiently low concentrations of MV
the differenced dynamics (i.e., the MV-related quenching
component) are insensitive to further dilution of [MV],
consistent with Poisson statistics and indicative of domination
of a 1:1 nanoparticle to MV stoichiometry for quenched
nanoparticles. Conversely, where large numbers of quencher
are present per nanoparticle, differenced dynamics would exhibit
continuously changing decay rates with broad distributions of
numbers of MV per nanoparticle. Concentration-independent
decay curves (in this dilute limit) also bolster the notion of MV
binding to the particle surface. The bimolecular CT decay time
constant is extracted by fitting the differenced data to a single
exponential in this concentration-insensitive regime. Further,
because Poisson statistics of adsorption predict substantial
contributions from trimolecular and higher order quenching
approaching molar ratios of 1:1, accurate determination of the
bimolecular rate without deconvolution of higher-order
quenching necessitates that any adsorption should occur, on
average, in only a small percentage of nanoparticles (<10%).
Similar experiments were performed for all nanoparticles.

Specifically, three samples of four-monolayer-thick (1.4 nm)
CdSe NPLs were grown with increasing lateral dimensions of 9.4
nm × 4.2 nm (termed small), 16.5 nm × 7.2 nm (medium), and
26.2 nm × 8.6 nm (large). Bimolecular CT data and fitted
exponential decays, again differenced from each respective
nanoparticle stock solution, appear in Figure 3a. Clearly, as the

extent of the nanoparticles increases, the time for CT to a single
adsorbed MV increases from ∼60 ps for the CdSe QD sample,
consistent with earlier work,22 to >300 ps for the largest NPL
sample (as shown in Figure 3b).
The dependence of CT time constants on total particle surface

area, S, exhibits two notable features. For small, near-zero surface
area (derived from spherical QD-MV CT data), the CT time
constant is of course finite, ∼60 ps, owing to typical features of
Marcus Theory such as a given free energy change and a
particular electronic coupling. Interestingly, as surface area
increases, a superlinear, possibly quadratic, dependence of the
quenching time becomes evident. Moreover, assuming uncorre-
lated quenching events at higher [MV], quantitative support for a
quadratic dependence of the quenching time on S is further
supported by examination of differenced data; specifically data
collected at an MV concentration of 31 μM (green curve Figure
1b) can be fitted with a triexponential decay in which the decay
times represent Poissonian subpopulations with n = 1, 2, 3 bound
MVmolecules. The data fitting shows substantial agreement with
lifetimes following τn = τn=1/n

2 (see also Figure S3).
The quadratic dependence of the quenching time is a natural

consequence of the coherent dynamics of the exciton center of
mass.27,41 Assuming excitons are delocalized over greater lateral
extent for larger NPLs, an approximate single-determinant
excitonic wave function30 for the singlet (superscript S) has the
simple form:42

ψ ϕ ϕ χ ρ χ ρ ξ ρ ρ= | − |z z z z( ) ( ) ( ) ( ) ( , , )S
c e v h k e k h e h e h

with ϕc/v the quantum-confined components along the z
direction, χ the delocalized in-plane component, and ξ the
envelope function. Following previous work, an NPL of width L,
the real-space normalized valence and conduction wave
functions can be approximately written as43

ϕ π χ ρ= = ρz L nz L L( ) 2/ cos( / ), ( ) e /n k
ki

where k is the in-plane quasi-momentum. The in-plane
normalization factor in the latter expression naturally leads to
ψS∝ 1/S. Assuming the electron, following CT, fully localizes on
the MV molecule, the Coulomb potential experienced by the
holes in a thin dielectric slab has been derived by Kumagai and
Takagahara44 and does not depend on the slab area. Then, the
CT-state transition rate given by the Fermi Golden Rule

π ψ ψΓ ∝
ℏ

|⟨ | | ⟩|→ V
2S CT CT S 2

yields the experimentally observed quadratic dependence of the
quenching time for highly coherent excitons freely moving within
the NPL.
Finally, because our model relates that delocalization is

significant in the 2D CdSe morphology, we examined relative
optical absorption for a film of NPLs to determine whether
oscillator strength changes substantively for reduced temper-
ature, where prior time-resolved studies have suggested giant
oscillator strength emergence.27,45 As shown in Figure S7a,
variation of temperature did result in some narrowing of
ensemble absorption line width, but not to a degree beyond
simple thermal broadening. Fitting and integration of a spectral
line shape (similar results for Gaussian and Lorentzian)
considering the lowest-energy transition showed no elevation
of oscillator strength with reduced temperature, which suggests
rather constant delocalization in the NPLs. In further support of

Figure 3. (a) Extracted bimolecular decay traces for the four samples.
Thin lines represent exponential fits. (b) Bimolecular quenching lifetime
(1/kCT) versus per particle surface area. The dotted line relates a
quadratic dependence. Inset shows the charge transfer rate plotted
versus surface area. Horizontal error bars represent the standard
deviation particle areas; vertical error bars represent fitting error.
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this point, the temperature-dependent energy gap also followed
typical Varshni behavior as presented in Figure S7b.
In conclusion, we have shown experimentally that for a fixed

free energy change, nanomaterials can exhibit a CT rate that
depends significantly on the particle spatial extent. Through
examinations of trPL dynamics with increasing concentration of
an electron acceptor, we identified bimolecular CT time
constants as noted by a regime of quencher concentration
independence in the dilute limit. By comparing such times for an
isoenergetic series of nanoparticles, we were able to identify a
dependence of CT time on surface area that slowed nonlinearly
with increasing NPL area, which we attribute to exciton motion
in the structure. We believe that this type of surface area
dependence can offer broad relevance to understanding
optoelectronic function in chemically- and physically prepared
2D materials including desired CT behavior, as well as undesired
trapping behavior. Further, this study opens a door to
examinations of the interplay of coherent exciton dynamics in
the presence of localized CT states in these same materials
classes.
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